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A B S T R A C T

In the edge cloud network, service providers place virtual network functions (VNFs) in edge clouds to serve
users’ requests. Thus, it is essential to consider VNF placement and request scheduling in edge clouds. Existing
works often focus on minimizing request completion time or maximizing network throughput to utilize network
resources and ensure users’ QoS efficiently. However, they ignore two practical factors: malicious users
and failed VNFs, leading to poor network robustness. To this end, this paper studies robustness-aware VNF
placement and request scheduling, named Reveal. Specifically, we limit the number of VNFs each user can
access and the number of users each VNF can serve to control the influence scope of malicious users and VNF
failures. Since placing VNFs is time-consuming and requests arrive dynamically, we solve this problem through
two phases: robust VNF placement and assignment, and online request scheduling. For the first phase,
we design an efficient knapsack-based rounding algorithm with bounded approximation factors. For online
request scheduling, we propose a primal–dual based algorithm with a competitive ratio of

[

1 − 𝜖, 𝑂(log 1∕𝜖)
]

where 𝜖 ∈ (0, 1). Experiment and simulation results show that Reveal can achieve better performance and
robustness than other alternatives.
1. Introduction

Due to the development of the Internet of Things and 5G, the
computing paradigm is shifting from centralized cloud computing to
distributed cloud computing such as edge clouds [1,2]. Compared with
centralized cloud computing, edge cloud pushes computing capabil-
ities to the network edge, saving backhaul transmission bandwidth
and reducing transmission delay. Therefore, it is suitable for real-
time applications (e.g., online gaming [3], stream video [4] and object
recognition [5]).

A typical edge cloud comprises an edge server and a base sta-
tion. Service providers supply services by placing VNFs (e.g., fire-
wall, load balancer) in edge servers [6], while users obtain services
through forwarding requests to corresponding VNFs [7]. Since the
resource capacity of the edge server is limited, it is essential to consider
VNF placement and request scheduling in edge clouds. Existing works
on VNF placement and request scheduling mainly focus on minimiz-
ing request completion time [8,9] or maximizing network throughput
[10,11]. For example, the authors in [8] consider the scenario of a
dense edge cloud, where each user can reach multiple edge nodes
simultaneously. They propose an online algorithm to minimize the
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computation latency with energy constraints. Work [11] considers the
problem of VNF placement and request scheduling to maximize the
network throughput.

However, the above works ignore the following two factors, which
will degrade the robustness of the edge cloud. The first factor is the
malicious users. There are massive users in edge clouds, and the
diversity of users brings more probability of malicious users [12–14].
For example, one malicious user can observe the location information
of other legitimate users by monitoring the traffic of VNFs [15]. The
malicious user needs to access as many VNFs to achieve high locating
accuracy and even track the movements of other users. The second
factor is the failed VNFs. Other than being attacked by malicious
users, VNF failures are also widespread. According to [16], the median
time between two consecutive firewall and load balancer failures is
7.5 h and 5.2 h, respectively. When a VNF is unavailable, the served
requests will be rescheduled to other available VNFs, which causes a
long rescheduling delay and decreases users’ QoS [17].

Although the robustness of the edge cloud can be enhanced by
installing security services (e.g., IDS [12]) or placing redundant VNFs
[17], these solutions consume additional resources. It is an unrealistic
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expectation to eliminate the negative influence caused by malicious
users and failed VNFs without other help. Instead, we may relax the
requirement and try to improve the robustness of the edge cloud,
such that the negative influence is limited. In this paper, we propose
robust VNF placement and request scheduling, which effectively al-
leviates the negative influence when encountering malicious users or
failed VNFs without consuming additional resources. Moreover, our
proposed method can coexist with existing solutions instead of trying
to substitute them, e.g., [12,17].

Specifically, we consider two robustness constraints when placing
VNFs and scheduling requests: (1) User constraint: Unlike legitimate
users, malicious users may try to access as many VNFs as possible to
expand the influence scope of the attacks. For example, a malicious user
may use malicious programs like Bolt [18] to collect user information
of the accessed VNFs, using this information to launch DoS attacks
against these accessed VNFs with a high success rate. Damage caused
by the malicious user increases as more VNFs is accessed. Thus, to limit
the influence scope of the malicious user, each user’s requests will be
scheduled to a limited number of VNFs. This way, we can control the
number of affected VNFs when encountering the malicious user. (2)
VNF constraint: the failure of VNF will result in an outage to the users
who have requests being served by it. The more users a VNF serves,
the more significant the negative impact caused by its failure (e.g.,
degrading the QoS of served user). As a result, to control the effect of
the VNF failure on users, each VNF will serve a limited number of users.
This way, we can limit the affected number of users when encountering
the VNF failure. The main contributions of this paper are as follows:

1. We present Reveal and define the problem of robustness-aware
VNF placement and request scheduling in edge clouds. We solve
this problem through robust VNF placement and assignment,
and online request scheduling to fit the practical scenario where
these two phases are performed in different time scales.

2. For robust VNF placement and assignment, we propose an ef-
ficient knapsack-based rounding algorithm with the approxima-
tion factor of 𝑂(log | |), where | | is the number of VNFs in the
edge cloud.

3. For online request scheduling, we present a primal–dual based
online algorithm with a competitive ratio of

[

1 − 𝜖, 𝑂(log 1
𝜖 )
]

where 𝜖 ∈ (0, 1).
4. We conduct a small-scale testbed based on Nvidia Jetson TX2s

and Raspberry Pis and a large-scale simulation based on real-
world datasets [19]. The results of experiments and simulations
show that our algorithms achieve better performance compared
with existing solutions.

The rest of this paper is organized as follows. Section 2 presents the
roblem statement and algorithm workflow of Reveal. In Section 3, we

illustrate how to determine VNF placement and assignment. Section 4
describes how to determine request scheduling. The experimental and
simulation results are presented in Section 5. The related works are
presented in Section 6. We conclude this paper in Section 7.

2. Preliminary

This section first presents an application scenario, which moti-
vates our research. Then we give the definition of network model and
the problem statement of Reveal. At last, we present the algorithm
workflow.

2.1. Application scenario and motivation

The degradation of user QoS may come from other users and the
VNF itself. Specifically, malicious users intend to access as many VNFs
to increase their influence [20]. When a VNF fails, it will affect all
the users it serves. Therefore, it is crucial to consider both aspects to
guarantee the robustness of edge clouds. In the following, we give an
2

application scenario to show the superiority of limiting the impact of
malicious users/failed VNFs.

An edge cloud can host many third-party services, where the user
data may be leaked to malicious users or untrusted services. On
one hand, 34% attacks in edge clouds are launched by authenti-
cated users [21]. One malicious authenticated user can hijack at-
tacked VNFs [22], monitor user information [21] or inject poisonous
data [23]. On the other hand, some untrusted service providers may fail
a VNF by injecting malicious program. These failed VNFs can process
the request of legitimate users but also track and analyze their data
for service providers [15]. Since these attacks are usually performed
by authenticated users or service providers, the traditional protection
methods may not classify them. We can weaken the privacy leakage
by limiting the number of VNFs/users each malicious user/failed VNF
can access. To this end, we design Reveal to improve the robustness of
edge clouds in this paper.

2.2. System model

Infrasture model. Let 𝑁 = {𝑛1, 𝑛2,… , 𝑛
|𝑁|

} denote the set of edge
clouds. Each edge cloud 𝑛 ∈ 𝑁 comprises an edge server with a
processing capacity 𝑃 (𝑛) and a base station covering a specified area.
One user can only access services on edge clouds if only it is covered
by the corresponding base stations. Moreover, a central controller is
hosted in the remote cloud, managing the whole network.

Multi-user model. The service provider can place VNF instances in
edge clouds, and users generate requests to access VNF instances for
serving. We use 𝐵 to represent the set of VNF types. For each type
𝑏 ∈ 𝐵, the service provider may create multiple VNF instances to satisfy
user demands. We use 𝑏 to denote the set of VNFs with type 𝑏. The
total set of VNFs in the network can be represented as  =

⋃

𝑏∈𝐵 𝑏.
For each VNF 𝑓 ∈  , its processing capacity is denoted as 𝑝(𝑓 ) and
placement cost, e.g., bandwidth consumption, is denoted as 𝑐(𝑓 ). Let
𝑈 = {𝑢1, 𝑢2,… , 𝑢

|𝑈 |

} denote the set of users. Each user generates
requests for computation offloading and obtains services by sending
requests to corresponding VNFs. Considering that the amount of user
traffic can be forecasted by the history data [24], we use 𝑡(𝑢) to denote
the estimated traffic amount of user 𝑢. The architecture is depicted in
Fig. 1.

2.3. Problem statement

Our goal is to minimize the VNF placement cost while maximizing
the network throughput. On one hand, we can avoid over-provision
VNFs and save network resources by reducing the VNF placement cost.
On the other hand, we attempt to maximize the network throughput to
satisfy the needs of as many users as possible.

Furthermore, we mainly consider the following two constraints to
improve the network robustness. (1) User constraint: Since malicious
users will try to access as many VNFs as possible to expand the attack
scope, it is necessary to limit the number of VNFs a malicious user can
access. Thus, each user’s request will be scheduled to no more than 𝑘
VNFs. By limiting the number of VNFs each user assigns, we can control
the impact of a malicious user. (2) VNF constraint: Since failed VNFs will
influence the QoS of served users, it is necessary to limit the number
of users a failed VNF will influence. As a result, each VNF will serve
no more than 𝑝 users. By limiting the number of users each VNF will
serve, we can control the impact of the VNF failure. The value of 𝑘 and
𝑝 can be determined by the network controller adopting methods such

as network measurement [25–27] and forecast [28–30].
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Fig. 1. System architecture and workflow of Reveal. In the first phase, Reveal determines VNF placement and assignment in a long-term intervals. In the second phase, Reveal
schedules the arrival requests to VNFs.
2.4. Algorithm workflow

We find that VNF placement and request scheduling often operate
on different time scales. On one hand, once a VNF is placed, it usually
performs its function on a long-term scale. For each edge cloud, fre-
quent creation and updating VNFs may result in enormous bandwidth
consumption. Therefore, we should determine the VNF placement ac-
cording to user demands at a longer interval. On the other hand, even
though the total traffic of each user may be relatively stable in the long
term [31], the user’s requests may be generated randomly, so we should
schedule the requests as soon as possible to ensure the user’s QoS. This
motivates us to design Reveal through two phases.

The first phase determines VNF placement based on user demands at
long-term intervals (e.g., hours). At the same time, we select a feasible
user set for each VNF with robustness constraints, i.e., VNF assignment.
In this way, we ensure that the request scheduling of each user does
not violate the robustness constraints. The objective of the phase is to
minimize the VNF placement cost. The algorithm will be described in
Section 3.3. The second phase is triggered by accidents, e.g., arrival
requests. At this phase, we decide how to schedule users’ requests
within the assigned VNFs. The objective of this phase is to maximize
the network throughput. Since requests are generated dynamically, we
design an online algorithm to schedule requests in Section 4.2.

3. Robust VNF placement and assignment

This section illustrates how to determine VNF placement and as-
signment on a long-term scale. We first formulate the Robust VNF
Placement and Assignment (RVPA) problem and analyze its complexity.
Then we propose a knapsack-based rounding algorithm. At last, we
analyze the approximation performance of the algorithm.
3

Table 1
Table of notations.

Notations Semantics

𝑁 The set of edge clouds
𝐵 The set of VNF types
𝑏 The set of VNFs with type 𝑏
𝑈 The set of users
𝑢,𝑏 The set of assigned VNFs with type 𝑏 of user 𝑢
𝛤𝑢,𝑏 The set of requests of user 𝑢 for VNFs with type 𝑏

𝑘 The maximum number of VNFs with the same type each user can
access

𝑝 The maximum number of users each VNF can serve
𝑃 (𝑛) The processing capacity of edge cloud 𝑛
𝑝(𝑓 ) The processing capacity of VNF 𝑓
𝑐(𝑓 ) The placement cost of VNF 𝑓
𝑡(𝑢) The estimated traffic amount of user 𝑢
𝑡(𝛾) The traffic amount of request 𝛾

𝑥𝑛𝑓 Whether edge cloud 𝑛 places VNF 𝑓 or not
𝑦𝑛𝑢,𝑓 Whether VNF 𝑓 placed in edge cloud 𝑛 is assigned to user 𝑢 or not
𝑟𝑛𝑢,𝑓 The traffic proportion of user 𝑢 served by VNF 𝑓 placed in edge

cloud 𝑛
𝑧𝑓𝑢,𝛾 Whether request 𝛾 of user 𝑢 is scheduled to VNF 𝑓 or not

3.1. Problem formulation

Let 𝑥𝑛𝑓 ∈ {0, 1} denote whether the edge cloud 𝑛 places the VNF 𝑓 or
not. For each user 𝑢, let 𝑦𝑛𝑢,𝑓 ∈ {0, 1} denote whether the VNF 𝑓 placed
in edge cloud 𝑛 is assigned to the user 𝑢 or not. We use 𝑟𝑛𝑢,𝑓 ∈ [0, 1]
to denote the traffic proportion of user 𝑢 served by VNF 𝑓 placed in
edge cloud 𝑛. The notations are summaried in Table Table 1. A robust
VNF placement and assignment scheme should satisfy the following
constraints.

1. Placement Constraint: User 𝑢 can obtain the service of VNF 𝑓 from
edge cloud 𝑛 if and only if VNF 𝑓 has been placed in edge cloud
𝑛. That is, 𝑦𝑛 ≤ 𝑥𝑛 ,∀𝑢 ∈ 𝑈, 𝑓 ∈  , 𝑛 ∈ 𝑁 .
𝑢,𝑓 𝑓
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2. Service Constraint: The traffic of user 𝑢 can be processed by VNF
𝑓 if and only if it is assigned to user 𝑢, that is 𝑟𝑛𝑢,𝑓 ≤ 𝑦𝑛𝑢,𝑓 ,∀𝑢 ∈
𝑈, 𝑓 ∈  , 𝑛 ∈ 𝑁 .

3. Access Constraint: Similar to works [15,32–34], this paper focuses
on allowing users to access services on edge computing nodes
that are not within their one-hop communication range to pro-
vide real-time services. We use 𝜙𝑢 ⊆ 𝑁 to denote the unavailable
edge cloud set of user 𝑢. That means, ∑𝑛∈𝜙𝑢 𝑦

𝑛
𝑢,𝑓 = 0,∀𝑓 ∈  , 𝑢 ∈

𝑈 .
4. Instance Constraint: Each VNF is an instance (e.g., VM), and can

only be placed in at most one edge cloud. i.e., ∑𝑛∈𝑁 𝑥𝑛𝑓 ≤ 1,∀𝑓 ∈
 .

5. User Constraint: To reduce the impact of malicious users on the
network, each user’s requests with the same service requirement
will be processed by 𝑘 VNFs at most. That is, ∑𝑛∈𝑁

∑

𝑓∈𝑏
𝑦𝑛𝑢,𝑓 ≤

𝑘,∀𝑢 ∈ 𝑈, 𝑏 ∈ 𝐵.
6. VNF Constraint: To reduce the impact of the VNF failure on the

network, each VNF can serve no more than 𝑝 users. That means,
∑

𝑛∈𝑁
∑

𝑢∈𝑈 𝑦𝑛𝑢,𝑓 ≤ 𝑝,∀𝑓 ∈  .
7. Traffic Constraint: All traffic of each user must be served, which

means ∑

𝑛∈𝑁
∑

𝑓∈ 𝑟𝑛𝑢,𝑓 = 1,∀𝑢 ∈ 𝑈 .
8. Capacity Constraints: All edge clouds and VNFs have capacity

constraints. On one hand, the placement of the VNF needs to
occupy the physical resources of the corresponding edge cloud.
Thus, we must satisfy the physical resource constraint of each
edge cloud, i.e., ∑𝑓∈ 𝑥𝑛𝑓 ⋅ 𝑝(𝑓 ) ≤ 𝑃 (𝑛),∀𝑛 ∈ 𝑁 . On the other
hand, to satisfy the VNF processing constraint, each VNF can
only serve limited user traffic, which is ∑

𝑛∈𝑁
∑

𝑢∈𝑈 𝑟𝑛𝑢,𝑓 ⋅ 𝑡(𝑢) ≤
𝑝(𝑓 ),∀𝑓 ∈  .

With the above constraints, the RVPA problem can be formulated
as follows.

min
∑

𝑛∈𝑁

∑

𝑓∈
𝑥𝑛𝑓 ⋅ 𝑐(𝑓 )

𝑆.𝑡.

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝑦𝑛𝑢,𝑓 ≤ 𝑥𝑛𝑓 , ∀𝑛 ∈ 𝑁, 𝑓 ∈  , 𝑢 ∈ 𝑈

𝑟𝑛𝑢,𝑓 ≤ 𝑦𝑛𝑢,𝑓 , ∀𝑛 ∈ 𝑁, 𝑓 ∈  , 𝑢 ∈ 𝑈
∑

𝑛∈𝜙𝑢

𝑦𝑛𝑢,𝑓 = 0, ∀𝑓 ∈  , 𝑢 ∈ 𝑈

∑

𝑛∈𝑁
𝑥𝑛𝑓 ≤ 1, ∀𝑓 ∈ 

∑

𝑛∈𝑁

∑

𝑓∈𝑏

𝑦𝑛𝑢,𝑓 ≤ 𝑘, ∀𝑢 ∈ 𝑈, 𝑏 ∈ 𝐵

∑

𝑛∈𝑁

∑

𝑢∈𝑈
𝑦𝑛𝑢,𝑓 ≤ 𝑝, ∀𝑓 ∈ 

∑

𝑛∈𝑁

∑

𝑓∈
𝑟𝑛𝑢,𝑓 = 1, ∀𝑢 ∈ 𝑈

∑

𝑓∈
𝑥𝑛𝑓 ⋅ 𝑝(𝑓 ) ≤ 𝑃 (𝑛), ∀𝑛 ∈ 𝑁

∑

𝑛∈𝑁

∑

𝑢∈𝑈
𝑟𝑛𝑢,𝑓 ⋅ 𝑡(𝑢) ≤ 𝑝(𝑓 ), ∀𝑓 ∈ 

𝑥𝑛𝑓 , 𝑦
𝑛
𝑢,𝑓 ∈ {0, 1}, ∀𝑛 ∈ 𝑁, 𝑓 ∈  , 𝑢 ∈ 𝑈

𝑟𝑛𝑢,𝑓 ∈ [0, 1] , ∀𝑛 ∈ 𝑁, 𝑓 ∈  , 𝑢 ∈ 𝑈

(1)

The first set of inequalities means that each user can obtain the
service of VNF from the edge cloud only if the corresponding VNF has
been placed in the edge cloud. The second set of inequalities indicates
that a user’s traffic can be processed by a VNF only if it is assigned
to the corresponding user. The third set of equations represents that
each user can only access the services via the edge clouds close to him.
The fourth set of inequalities means that each VNF can be placed in
at most one edge cloud. The fifth and sixth sets of inequalities denote
4

the user and VNF constraints as mentioned in Section 2.3, respectively.
The seventh set of equations denotes that each user’s traffic must
be served. The eighth and ninth sets of inequalities represent the
capacity constraints of edge clouds and VNFs, respectively. Our goal
is to minimize the VNF placement cost.

3.2. Problem complexity analysis

The RVPA problem contains VNF placement and VNF assignment.
We first consider the part of VNF placement and compare it with the
generalized assignment problem [35].

Definition 1 (Generalized Assignment Problem). Given 𝐽 jobs and 𝑀
capacity constrained machines. Each job has a cost when assigned to a
machine. We need to assign each job to one machine, while total costs
are minimized.

min
∑

𝑛∈𝑁

∑

𝑓∈
𝑥𝑛𝑓 ⋅ 𝑐(𝑓 )

𝑆.𝑡.

⎧

⎪

⎪

⎨

⎪

⎪

⎩

∑

𝑛∈𝑁
𝑥𝑛𝑓 ≤ 1, ∀𝑓 ∈ 

∑

𝑓∈
𝑥𝑛𝑓 ⋅ 𝑝(𝑓 ) ≤ 𝑃 (𝑛), ∀𝑛 ∈ 𝑁

𝑥𝑛𝑓 ,∈ {0, 1}, ∀𝑛 ∈ 𝑁, 𝑓 ∈ 

(2)

Compared with GAP. By removing the constraints of the VNF assign-
ment of RVPA, we can obtain Eq. (2). We can regard VNF instances
and edge clouds as jobs and machines. The processing capacity of
edge clouds is like the resource constraint of machines, and the VNF
placement cost is like the assignment cost of jobs. Therefore, we can
say that the generalized assignment problem is a special case of the
RVPA problem.

We then add both robust constraints of the VNF assignment (i.e.,
the user constraint and VNF constraint) to Eq. (2), and show how this
problem includes exceptional cases such as k-splittable routing [36] and
data distribution [37] problems, demonstrating the complexity of RVPA
problem.

min
∑

𝑛∈𝑁

∑

𝑓∈
𝑥𝑛𝑓 ⋅ 𝑐(𝑓 )

𝑆.𝑡.

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝑦𝑛𝑢,𝑓 ≤ 𝑥𝑛𝑓 , ∀𝑛 ∈ 𝑁, 𝑓 ∈  , 𝑢 ∈ 𝑈
∑

𝑛∈𝑁
𝑥𝑛𝑓 ≤ 1, ∀𝑓 ∈ 

∑

𝑛∈𝑁

∑

𝑓∈𝑏

𝑦𝑛𝑢,𝑓 ≤ 𝑘, ∀𝑢 ∈ 𝑈, 𝑏 ∈ 𝐵
∑

𝑛∈𝑁

∑

𝑢∈𝑈
𝑦𝑛𝑢,𝑓 ≤ 𝑝, ∀𝑓 ∈ 

∑

𝑓∈
𝑥𝑛𝑓 ⋅ 𝑝(𝑓 ) ≤ 𝑃 (𝑛), ∀𝑛 ∈ 𝑁

𝑥𝑛𝑓 , 𝑦
𝑛
𝑢,𝑓 ∈ {0, 1}, ∀𝑛 ∈ 𝑁, 𝑓 ∈  , 𝑢 ∈ 𝑈

(3)

Definition 2 (K-Splittable Routing (KSR) Problem). Given a network with
a set of flows 𝑅 = {𝑟1, 𝑟2,… , 𝑟

|𝑅|}, each of which has a traffic size
𝑓 (𝑟). For each flow 𝑟, we need to determine a set of feasible paths
𝑃 . Specifically, we will choose at most 𝑘 paths for each path set 𝑃 to
minimize the maximum load factor of all links.

Compared with KSR problem. According to [36], there exists a
complex rounding-based algorithm with the approximation factor of
𝑂(log𝑁), where 𝑁 is the number of links in the network. We can
regard each user as a flow with traffic size 𝑡(𝑢), and choose at most
𝑘 paths (placed VNFs) for each user. If we ignore the VNF constraint,

the problem can be seen as the KSR problem.
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Definition 3 (Data Distribution (DD) Problem). Given a set of server
𝑀 = {𝑚1, 𝑚2,… , 𝑚

|𝑀|

}, each with a memory size 𝑆(𝑚) and a set of
document 𝑁 = {𝑛1, 𝑛2,… , 𝑛

|𝑁|

}, each with a document size 𝑠(𝑛) and
n access cost 𝑐(𝑛). We need to select servers for each document under
he server memory size constraint with the objective of minimizing the
aximum access cost among all servers.

ompared with DD problem. According to [37], there exists an algo-
ithm achieving the optimal solution while exceeding both the access
ost and memory size by at most a factor 2 ⋅ (1 + 1

𝜙 ), where 𝜙 is the
aximum number of documents saved by a server. In this case, we can

egard each user as a document with one unit size and access cost 𝑡(𝑢)
and each VNF as a server that can only serve 𝑝 documents. By ignoring
the user constraint, we can say that the DD problem is a special case of
the RVPA problem.

Theorem 1. The RVPA problem is NP-hard.

Proof. Since the special cases of the RVPA problem can be seen as
ome well-known NP-hard problems, our RVPA problem is NP-hard as
ell. □

The preceding analysis shows that the RVPA problem is much
ore difficult than KSP and DD. Thus, It is far from trivial to design

n algorithm with bounded approximation factors to solve the RVPA
roblem.

.3. Algorithm design

By using the traditional randomized rounding algorithm [38] to
olve RVPA, we can achieve approximation factors of (𝑂(log | |),
(log | |), 𝑂(log |𝑁|), 𝑂(log | |)), which represent the maximum ex-
eeded factors of user constraint, VNF constraint, edge cloud capac-
ty constraints, and VNF capacity constraints, respectively. To im-
rove the approximation performance, we present a Knapsack-based
ounding for VNF Placement and Assignment (KVPA) algorithm to
olve RVPA in polynomial time. It can achieve approximation factors
f (1, 𝑂(log | |), 𝑂(log |𝑁|), 𝑂(log | |)). Under proper assumptions, the
ounds can be tightened to (1, 4, 2, 2). It means KVPA can strictly satisfy

the user constraint and exceed the VNF constraint, edge cloud capacity
constraints and VNF capacity constraints at most by a factor of 4, 2
and 2, respectively, in most practical scenarios, which will be proved
in Section 3.4.

Our algorithm consists of three steps. The first step relaxes Eq. (1) to
a linear program by replacing {𝑥𝑛𝑓 }, {𝑦

𝑛
𝑢,𝑓 } with their fractional versions.

e can solve it with a linear program solver (e.g., PULP [39]) and the
ptimal solutions are denoted as {𝑥𝑛𝑓 }, {𝑦𝑛𝑢,𝑓 } and {�̃�𝑛𝑢,𝑓 }. After that,
VPA places VNF in edge clouds based on the optimal solutions. Each
NF 𝑓 is placed in edge cloud 𝑛 with probability 𝑥𝑛𝑓 . Let 𝑛𝑓 represent

he edge cloud where VNF 𝑓 is placed. In the third step, KVPA assigns
NFs to users. For each user 𝑢, we first calculate 𝑘(𝑢, 𝑏) =

⌊

∑

𝑓∈𝑏
𝑦
𝑛𝑓
𝑢,𝑓

⌋

,
hich is the required number of VNFs with type 𝑏. Then KVPA puts
ariables 𝑦

𝑛𝑓
𝑢,𝑓 (∀𝑓 ∈ 𝑏) into 𝑘(𝑢, 𝑏) knapsacks with min–max sum. For

ach knapsack 𝑎, VNF 𝑓 will be assigned to user 𝑢 with probability
𝑦
𝑛𝑓
𝑢,𝑓

𝑎⋅𝑥𝑛
𝑓
𝑓

, where 𝑎 is the sum of 𝑦
𝑛𝑓
𝑢,𝑓 in knapsack 𝑎. After KVPA ends,

VNFs are placed in edge clouds and assigned to users. The KVPA
algorithm is summarized in Alg. 1.

Note that, after we put variables into knapsacks with the objective
of min–max sum, 𝑎 usually equals approximately 1. According to the
fourth and fifth constraints in Eq. (1), we can see that 𝑦𝑛𝑓𝑢,𝑓 is generally

much smaller than 𝑥𝑛𝑓𝑓 . Thus, we believe
𝑦
𝑛𝑓
𝑢,𝑓
𝑛𝑓

≤ 1.
5

𝑎⋅𝑥𝑓
Algorithm 1 KVPA: Knapsack-based Rounding for VNF Placement and
Assignment
1: Step 1: Solving the Relaxed Problem
2: Construct a 𝐿𝑃 by replacing with 𝑥𝑛𝑓 , 𝑦

𝑛
𝑢,𝑓 ∈ [0, 1].

3: Obtain the optimal solutions {𝑥𝑛𝑓 }, {𝑦
𝑛
𝑢,𝑓 } and {�̃�𝑛𝑢,𝑓 }.

4: Step 2: VNF Placement
5: for each VNF 𝑓 ∈  do
6: Choose edge cloud 𝑛 to place VNF 𝑓 with probability 𝑥𝑛𝑓
7: Let 𝑛𝑓 denote the edge cloud which places VNF 𝑓
8: Step 3: VNF Assignment
9: for each user 𝑢 ∈ 𝑈 do
0: for each VNF type 𝑏 ∈ 𝐵 do

11: Let 𝑘(𝑢, 𝑏) =
⌊

∑

𝑓∈𝑏
𝑦
𝑛𝑓
𝑢,𝑓

⌋

12: Put 𝑦𝑛𝑓𝑢,𝑓 where 𝑓 ∈ 𝑏 into 𝑘(𝑢, 𝑏) knapsacks with min–max sum

13: for each knapsack 𝑎 do
14: Let A denote the variables in knapsack 𝑎
15: Calculate 𝑎 =

∑

𝑦
𝑛𝑓
𝑢,𝑓∈A

𝑦
𝑛𝑓
𝑢,𝑓

16: Choose 𝑓 for 𝑦𝑛𝑓𝑢,𝑓 ∈ A with probability
𝑦
𝑛𝑓
𝑢,𝑓

𝑎⋅𝑥
𝑛𝑓
𝑓

and set 𝑦𝑛𝑓𝑢,𝑓 = 1

for chosen VNF 𝑓 .
17: Set the traffic proportion of user 𝑢 processed by VNF 𝑓 to

�̂�
𝑛𝑓
𝑢,𝑓 =

�̃�
𝑛𝑓
𝑢,𝑓 ⋅𝑎⋅𝑥

𝑛𝑓
𝑓

𝑦
𝑛𝑓
𝑢,𝑓

18: Assign the VNFs with 𝑦
𝑛𝑓
𝑢,𝑓 = 1 for user 𝑢

3.4. Performance analysis

Theorem 2. KVPA can strictly guarantee that each user 𝑢 ∈ 𝑈 will be
assigned at most 𝑘 VNFs, i.e., we can strictly guarantee the user constraint.

Proof. Each user 𝑢 ∈ 𝑈 is assigned with VNFs from 𝑘(𝑢, 𝑏) knapsacks,
nd only one VNF is selected in each knapsack. Thus, there are 𝑘(𝑢, 𝑏)
NFs selected in total. According to user constraint in Eq. (1) and the
efinition of 𝑘(𝑢, 𝑏), we have:

(𝑢, 𝑏) =

⌊

∑

𝑓∈𝑏

𝑦
𝑛𝑓
𝑢,𝑓

⌋

≤
∑

𝑛∈𝑁

∑

𝑓∈𝑏

𝑦𝑛𝑢,𝑓 ≤ 𝑘 (4)

It shows that 𝑘(𝑢, 𝑏) ≤ 𝑘, i.e., the user constraint is strictly
uaranteed. □

emma 3. For each knapsack 𝑎, the lower bound of 𝑎 is greater than
.5.

roof. We first prove that the lower bound of 𝑎 is greater than 0.5.
y the definition of 𝑘(𝑢, 𝑏), we have:
∑

𝑓∈𝑏

𝑦
𝑛𝑓
𝑢,𝑓 = 𝑘(𝑢, 𝑏) + 𝜀,∀𝑢 ∈ 𝑈, 𝑏 ∈ 𝐵 (5)

Then, we define two sets as follows:

1 =
{

𝑦
𝑛𝑓
𝑢,𝑓 |0.5 < 𝑦

𝑛𝑓
𝑢,𝑓 < 1, 𝑓 ∈ 𝑏

}

2 =
{

𝑦
𝑛𝑓
𝑢,𝑓 |0 < 𝑦

𝑛𝑓
𝑢,𝑓 < 0.5, 𝑓 ∈ 𝑏

} (6)

Supposing that we select two variables denoted as 𝑦𝑛1𝑢,1 and 𝑦𝑛2𝑢,2 from
2 randomly. The value of 𝑦𝑛3𝑢,3 = 𝑦𝑛1𝑢,1 + 𝑦𝑛2𝑢,2 is either greater than 0.5 or
less than 0.5. If 𝑦𝑛3𝑢,3 > 0.5, then 1 = 1+𝑦𝑛3𝑢,3 and 2 = 2−

{

𝑦𝑛1𝑢,1, 𝑦
𝑛2
𝑢,2

}

.

Otherwise, 2 = 2 −
{

𝑦𝑛1𝑢,1, 𝑦
𝑛2
𝑢,2

}

+𝑦𝑛3𝑢,3. We repeat the above operations
until |2| ≤ 1. Supposing that there is one variable in 2, there are at

most 𝑘(𝑢, 𝑏) − 1 variables in 1. According to the definition of 1, the
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value of variables in 1 is all less than 1. Thus, we have:
∑

𝑦
𝑛𝑓
𝑢,𝑓∈1

𝑦
𝑛𝑓
𝑢,𝑓 < 𝑘(𝑢, 𝑏) − 1 (7)

∑

𝑦
𝑛𝑓
𝑢,𝑓∈2

𝑦
𝑛𝑓
𝑢,𝑓 < 0.5 (8)

Combining Eqs. (7) and (8), we have:
∑

𝑓∈𝑏

𝑦
𝑛𝑓
𝑢,𝑓 < 𝑘(𝑢, 𝑏) − 0.5 (9)

However, Eq. (9) contradicts Eq. (5). Thus, at least 𝑘(𝑢, 𝑏) variables
are in 1. Since we put variables to knapsacks with min–max sum, the
sum 𝑎 of knapsack 𝑎 must be greater than 0.5. □

In order to facilitate the description of approximation analysis, we
now give one famous lemma for analysis.

Lemma 4 (Chernoff Bound [40]). Given 𝑛 independent variables: 𝑦1, 𝑦2,
, 𝑦𝑛,∀𝑦𝑖 ∈ [0, 1]. Let 𝜏 = E

[
∑𝑛

𝑖=1 𝑦𝑖
]

. Then, Pr
[
∑𝑛

𝑖=1 𝑦𝑖 ≥ (1 + 𝜚)𝜏
]

≤
−𝜚2𝜏
2+𝜚 , where 𝜚 is an arbitrary positive value.

heorem 5. KVPA guarantees that the number of users each VNF can
erve will not exceed 𝑝 by a factor of 𝑂(log | |), where | | is the number
of VNFs in the network. Under the proper assumption, the bound can be
tightened to 4.

Proof. VNF 𝑓 ∈ 𝑏 can provide service to user 𝑢 ∈ 𝑈 if and only if
t is placed in an edge cloud and assigned to user 𝑢. Since each VNF

∈ 𝑏 is placed in edge cloud 𝑛𝑓 with probability
𝑥
𝑛𝑓
𝑓
𝑧𝑎

. Each user

∈ 𝑈 will be assigned with VNF 𝑓 with probability
𝑦
𝑛𝑓
𝑢,𝑓

𝑎⋅𝑥
𝑛𝑓
𝑓

. Thus we

ave E
[

𝑦
𝑛𝑓
𝑢,𝑓

]

=
𝑦
𝑛𝑓
𝑢,𝑓
𝑎

. According to Lemma 3, we have:

E
[

𝑦
𝑛𝑓
𝑢,𝑓

]

=
𝑦
𝑛𝑓
𝑢,𝑓

𝑎
≤ 2 ⋅ 𝑦

𝑛𝑓
𝑢,𝑓 (10)

We define a constant value 𝜗 = 𝑝, which means the most number of
users that each VNF can serve. According to the algorithm, each VNF
𝑓 will be assigned to user 𝑢 (𝑦

𝑛𝑓
𝑢,𝑓 = 1), or not (𝑦

𝑛𝑓
𝑢,𝑓 = 0), so we define

𝑤
𝑛𝑓
𝑢,𝑓 ∈ {0, 1}, where 𝑤

𝑛𝑓
𝑢,𝑓 = 1 with probability of

𝑦
𝑛𝑓
𝑢,𝑓
𝑎

. It is obviously
hat variables 𝑤𝑛𝑓

𝑢,𝑓 are independent. The expected number of users that
NF 𝑓 provide service to satisfies:
[

∑

𝑢∈𝑈
𝑤

𝑛𝑓
𝑢,𝑓

]

=
∑

𝑢∈𝑈

𝑦
𝑛𝑓
𝑢,𝑓

𝑎
≤ 2 ⋅

∑

𝑢∈𝑈
𝑦
𝑛𝑓
𝑢,𝑓 ≤ 2 ⋅ 𝑝 (11)

Combining Eq. (11) and the definition of 𝜗, we have:

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝑤
𝑛𝑓
𝑢,𝑓 ⋅𝜗

2⋅𝑝 ∈ [0, 1]

E
⎡

⎢

⎢

⎣

∑

𝑢∈𝑈

𝑤
𝑛𝑓
𝑢,𝑓 ⋅ 𝜗

2 ⋅ 𝑝

⎤

⎥

⎥

⎦

≤ 𝜗
(12)

By applying Lemma 4, we have:

Pr
⎡

⎢

⎢

⎣

∑

𝑢∈𝑈

𝑤
𝑛𝑓
𝑢,𝑓 ⋅ 𝜗

2 ⋅ 𝑝
≥ (1 + 𝜚) ⋅ 𝜗

⎤

⎥

⎥

⎦

≤ 𝑒
−𝜚2𝜗
2+𝜚

⇒ Pr
⎡

⎢

⎢

⎣

∑

𝑢∈𝑈

𝑤
𝑛𝑓
𝑢,𝑓

2 ⋅ 𝑝
≥ (1 + 𝜚)

⎤

⎥

⎥

⎦

≤ 𝑒
−𝜚2𝜗
2+𝜚 (13)

where 𝜚 is an arbitrary positive value.
Now, we assume that:

Pr
⎡

⎢

⎢

∑
𝑤

𝑛𝑓
𝑢,𝑓

2 ⋅ 𝑝
≥ (1 + 𝜚)

⎤

⎥

⎥

≤ 𝑒
−𝜚2𝜗
2+𝜚 ≤ 1

| |
(14)
6

⎣

𝑢∈𝑈
⎦

When the network grows, 1
| | approaches to zero. By solving Eq.

(14), we have:

𝜚 ≥
log | | +

√

log2 | | + 8𝜗 log | |
2𝜗

, (| | ≥ 2)

⇒ 𝜚 ≥
log | |

𝜗
+ 2, (| | ≥ 2) (15)

In practice, there exist thousands of VNFs in the edge cloud, accord-
ing to the definition of 𝜗, we can assume that 𝜗 ≥ 3 ⋅ log | |. Under this
assumption, we have:

𝜚 ≥
log | | +

√

log2 | | + 8𝜗 log | |
2𝜗

𝜚 ≥
log | | +

√

(2𝜗 − log | |)2

2𝜗
⇒ 𝜚 ≥ 1 (16)

Thus, the approximate factor of VNF constraint is 2 ⋅ (𝜚 + 1) =
2⋅log| |

𝜗 +6 = 𝑂(log | |). Under the proper assumption (i.e., 𝛼 ≥ 3⋅log | |),
the bound can be tightened to 2 ⋅ (𝜚 + 1) = 4. □

Theorem 6. KVPA will not exceed the edge cloud capacity constraint
and VNF capacity constraint by approximation factors of 𝑂(log |𝑁|) and
𝑂(log | |), respectively. Under proper assumptions, the bound can all be
ightened to 2.

roof. Since we place VNF 𝑓 in edge cloud 𝑛 with probability of
𝑥𝑛𝑓
𝑧𝑎

, we

ave E
[

𝑥𝑛𝑓
]

=
𝑥𝑛𝑓
𝑧𝑎

. We use 𝜑𝑛
𝑓 to denote the process resource required

y VNF 𝑓 in edge cloud 𝑛. So the expected process resource needed by
dge cloud 𝑛 is
[

∑

𝑓∈
𝜑𝑛
𝑓

]

= E

[

∑

𝑓∈
𝑥𝑛𝑓 ⋅ 𝑝(𝑓 )

]

=
∑

𝑓∈
E
[

𝑥𝑛𝑓 ⋅ 𝑝(𝑓 )
]

=
∑

𝑓∈

𝑥𝑛𝑓 ⋅ 𝑝(𝑓 )

𝑧𝑎
≤ 2 ⋅ 𝑃 (𝑛)

(17)

We define a constant value 𝜈 as follows:

𝜈 = min{
2 ⋅ 𝑃min

𝑛
𝑝(𝑓 )

, 𝑓 ∈ } (18)

similar to Theorem 6, 𝑃min
𝑛 denotes the minimum capacity among edge

cloud 𝑛 ∈ 𝑁 .
Combining the definition of 𝜈, we have:

⎧

⎪

⎪

⎨

⎪

⎪

⎩

𝜑𝑛
𝑓 ⋅𝜈

2⋅𝑃 (𝑛) ∈ [0, 1]

E

[

∑

𝑓∈

𝜑𝑛
𝑓 ⋅ 𝜈

2 ⋅ 𝑃 (𝑛)

]

≤ 𝜈
(19)

Similar to the proof of Theorem 5, by using Lemma 4, we have:

≥ 2 ⋅
log |𝑁|

𝜈
+ 2, |𝑁| ≥ 2 (20)

where |𝑁| is the number of edge clouds in the network.
As a result, the approximate factor for edge cloud capacity constraint

is 𝜚 + 1 = log|𝑁|

𝜈 + 3 = 𝑂(log |𝑁|).

For each VNF, we compute �̂�
𝑛𝑓
𝑢,𝑓 =

�̃�
𝑛𝑓
𝑢,𝑓 ⋅𝑎

𝑦
𝑛𝑓
𝑢,𝑓

with probability of
𝑦
𝑛𝑓
𝑢,𝑓
𝑎

, we

ave E
[

�̂�𝑛𝑢,𝑓
]

= �̃�𝑛𝑢,𝑓 .
We use 𝜙𝑓

𝑢,𝑏 to denote the traffic amount of user 𝑢 ∈ 𝑈 handled by
VNF 𝑓 ∈ 𝑏. The expectation of traffic load of VNF 𝑓 is:

E

[

∑

𝑢∈𝑈
𝜙𝑛
𝑢,𝑓

]

=
∑

𝑢∈𝑈
E
[

𝜙𝑛
𝑢,𝑓

]

=
∑

�̃�𝑛𝑢,𝑓 ⋅ 𝑡(𝑢, 𝑏) ≤ 𝑝(𝑓 )
(21)
𝑢∈𝑈
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The equation above shows that our algorithm can guarantee that the
expectation of traffic load on VNF 𝑓 will not exceed its process capacity
(𝑓 ). We define a constant value 𝜈 as follows:

𝜈 = min{
𝑝min
𝑓

𝑡(𝑢, 𝑏)
, 𝑢 ∈ 𝑈} (22)

where 𝑝min
𝑓 denotes the minimum capacity among VNF 𝑓 ∈ 𝑏.

Similar to the proof of Theorem 5, by using Lemma 4, we have:

𝜚 ≥
log | |

𝜈
+ 2, | | ≥ 2 (23)

where | | is the number of VNF in the network.
Thus, we can conclude that the approximate factor for VNF capacity

constraint is 𝜚 + 1 = log| |
𝜈 + 3 = 𝑂(log | |). □

heorem 7. After rounding, the VNF placement cost will not exceed the
ractional solution by a factor of 𝑂(log | |). Under the proper assumption,
we can tighten the bound to 2.

Proof. According to Alg. 1, we place VNF 𝑓 ∈  in edge cloud 𝑛 ∈ 𝑁
with probability of 𝑥𝑛𝑓 , thus we have E

[

𝑥𝑛𝑓
]

= 𝑥𝑛𝑓 . The expected VNF
placement cost can be calculated as:

E

[

∑

𝑛∈𝑁

∑

𝑓∈
𝑥𝑛𝑓 ⋅ 𝑐(𝑓 )

]

=
∑

𝑛∈𝑁

∑

𝑓∈
𝑥𝑛𝑓 ⋅ 𝑐(𝑓 )

Since the following proof is similar to Theorem 5, we omit the
detailed proof here. □

4. Online request scheduling

In this section, we first give the formulation of the Online Re-
quest Scheduling (ORS) problem. Then we propose an online algorithm
based on primal–dual method. At last, we analyze its approxima-
tion performance and present the competitive ratio of the proposed
algorithm.

4.1. Problem formulation

Considering VNFs with type 𝑏, we use 𝑢,𝑏 ⊆ 𝑏 to represent the
assigned VNF set of user 𝑢, which is determined in Section 3. Let
𝛤 𝑏
𝑢 = {𝛾𝑏𝑢,1, 𝛾

𝑏
𝑢,2,… , 𝛾𝑏𝑢,𝑑} denote the set of requests generated by user

𝑢 that need to be served by VNFs of type 𝑏 and 𝑡 (𝛾) represent the
traffic amount associated with request 𝛾. We use variable 𝑧𝑓𝑢,𝛾 ∈ {0, 1}
to denote whether the request 𝛾 of user 𝑢 is scheduled to VNF 𝑓 or not.
With these notations, we formulate ORS as follows:

max
∑

𝑢∈𝑈

∑

𝛾∈𝛤 𝑏
𝑢

∑

𝑓∈𝑏

𝐼 ⋅ 𝑧𝑓𝑢,𝛾 ⋅ 𝑡(𝛾)

𝑆.𝑡.

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

∑

𝑓∈𝑏

𝐼𝑧𝑓𝑢,𝛾 ≤ 1, ∀𝑢 ∈ 𝑈, 𝛾 ∈ 𝛤 𝑏
𝑢

∑

𝑢∈𝑈

∑

𝛾∈𝛤 𝑏
𝑢

𝐼𝑧𝑓𝑢,𝛾 𝑡(𝛾) ≤ 𝑝(𝑓 ), ∀𝑓 ∈ 𝑏

𝑧𝑓𝑢,𝛾 ∈ {0, 1} , ∀𝑢 ∈ 𝑈, 𝛾 ∈ 𝛤 𝑏
𝑢 , 𝑓 ∈ 𝑏

(24)

where 𝐼 ∈ {0, 1} is the abbreviation of 𝐼(𝑓, 𝑢).
𝐼 is a constant indicating that whether VNF 𝑓 is assigned to user

𝑢 or not. The first set of inequalities denotes that at most one VNF is
selected for each request. The second set of inequalities indicates that
the workload of VNF 𝑓 should not exceed its process capacity. Our goal
7

is to maximize the network throughput. t
Algorithm 2 PDRS: Primal–Dual based Request Scheduling
1: Step 1: Variable Initialization
2: Initialize all the dual variables
3: 𝛼𝑢,𝛾 ← 0,∀𝑢 ∈ 𝑈, 𝛾 ∈ 𝛤 𝑏

𝑢
4: 𝛽𝑓 ← 0,∀𝑓 ∈ 𝑏

5: Step 2: Online Request Scheduling
6: for each arrival request 𝛾 of user 𝑢 do
7: Calculate the cost of all candidate VNFs in 𝑢,𝑏

8: 𝑓 ∗ ← argmin𝐾𝑓

9: if 𝐾𝑓∗ < 1 then
10: Schedule request 𝛾 to VNF 𝑓 ∗

11: Update dual variables according to Eq. (27)
12: else
13: Reject request 𝛾 and set 𝛼𝑢,𝛾 ← 0

4.2. Algorithm design

To solve the ORS problem, we design an online algorithm called
Primal–Dual based Request Scheduling (PDRS). We first construct the
dual problem for the linear relaxation of Eq. (24). Let 𝛼𝑢,𝛾 , 𝛽𝑓 represent
the dual variables of the first and second sets of inequalities, respec-
tively. Note that all dual variables are non-negative. The dual version
of the ORS problem can be formulated as:

min
∑

𝑢∈𝑈

∑

𝛾∈𝛤 𝑏
𝑢

𝛼𝑢,𝛾 +
∑

𝑓∈𝑏

𝛽𝑓 ⋅ 𝑝(𝑓 )

𝑆.𝑡.

⎧

⎪

⎨

⎪

⎩

𝐼𝛼𝑢,𝛾 + 𝐼𝛽𝑓 𝑡(𝛾) ≥ 𝐼𝑡(𝛾), ∀𝑢 ∈ 𝑈, 𝛾 ∈ 𝛤 𝑏
𝑢 , 𝑓 ∈ 𝑏

𝛼𝑢,𝛾 , 𝛽𝑓 ≥ 0, ∀𝑢 ∈ 𝑈, 𝛾 ∈ 𝛤 𝑏
𝑢 , 𝑓 ∈ 𝑏

(25)

We can rewrite the first set of inequalities of Eq. (25) as:

𝐼 ⋅ 𝛼𝑢,𝛾 ≥ 𝐼 ⋅ 𝑡(𝛾)(1 − 𝛽𝑓 ),∀𝑢 ∈ 𝑈, 𝛾 ∈ 𝛤 𝑏
𝑢 , 𝑓 ∈ 𝑏 (26)

For each arrival request of user 𝑢, the algorithm needs to select a
VNF 𝑓 ∈ 𝑢,𝑏 to handle it. In this way, the selected VNF 𝑓 satisfies
𝐼 = 1. When a request arrives, the algorithm calculates the cost of each
candidate VNF 𝑓 ∈ 𝑢,𝑏, which is defined as 𝐾𝑓 = 𝛽𝑓 . PDRS selects the

NF 𝑓 ∗ with the lowest cost, denoted by 𝐾𝑓∗ , for the arrival request.
Since 𝐼 = 1, if 𝐾𝑓∗ > 1, then 1 − 𝐾𝑓∗ < 0 violating the second set
of constraints in Eq. (25). Thus, the arrival request will be rejected
and the dual variable 𝛽𝑓 will be set as 0 when 𝐾𝑓∗ ≥ 1. Otherwise,
the arrival request will be accepted and scheduled to VNF 𝑓 ∗. The
algorithm updates the dual variables as follows:

⎧

⎪

⎨

⎪

⎩

𝛼𝑢,𝛾 = 𝑡(𝛾)(1 −𝐾𝑓∗ )
𝛽𝑓 = 𝛽𝑓 (1 +

𝑡(𝛾)
𝑝(𝑓 ) ) +

𝑡(𝛾)
1
𝜖 ⋅𝑝(𝑓 )

(27)

The PDRS algorithm is described in Alg. 2.

.3. Performance analysis

emma 8. When PDRS ends, the constraints of the dual problem, i.e.,
q. (25) will not be violated.

roof. We first consider the positivity constraint (i.e., the second set of
inequalities) of Eq. (25). In the beginning, we set all dual variables as
0, which satisfies the positivity constraint. For variables 𝛽𝑓 , they will
keep increasing. For variables 𝛼𝑢,𝛾 , according to Line 9 of Alg. 2, they
will be updated only if 𝐾𝑓∗ < 1, which means 𝛼𝑢,𝛾 = 𝑡(𝛾)(1 − 𝐾𝑓∗ ) > 0.

hus, all dual variables will not violate the positivity constraint after
he algorithm ends. Then, let us consider the first set of constraints in
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Eq. (25). For each arrival request, we will select the VNF 𝑓 with the
owest cost 𝐾𝑓∗ . If 𝐾𝑓∗ ≥ 1, the right side of Eq. (26) will be non-
ositive. Since we have proved that 𝛼𝑢,𝛾 is non-negative, Eq. (26) is
atisfied. If the arrival request is scheduled to VNF 𝑓 ∗, according to the
pdate rules in Eq. (27) and the definition of 𝐾𝑓∗ , we have:

𝑢,𝛾 = 𝑡(𝛾)(1 −𝐾𝑓∗ ) ≥ 𝑡(𝛾)(1 − 𝛽𝑓 ) (28)

he inequality above is the same as the first set of constraints in
q. (25). Thus, the first set of constraints in Eq. (25) will not be
iolated after updating of dual variable 𝛼𝑢,𝛾 . Moreover, the update of
ual variables 𝛽𝑓 is accumulated, making the right side of the inequality
bove smaller, which satisfies the constraint. As a result, the algorithm
ill not violate the constraints in Eq. (25). □

To evaluate the performance of the proposed algorithm, we give the
efinition of competitive ratio as follows [41].

efinition 4. An online algorithm is [𝜁, 𝜂] competitive if it achieves at
east 𝜁 ⋅𝑂𝑃𝑇 , where 𝑂𝑃𝑇 is the result of the optimal solution, and the
onstraints are violated by a factor of 𝜂 at most.

In the following, we will prove that PDRS has a competitive ratio
f
[

1 − 𝜖, 𝑂(log 1
𝜖 )
]

.

emma 9. PDRS can reach a throughput of at least (1 − 𝜖) ⋅𝑂𝑃𝑇 , where
𝑂𝑃𝑇 is the result of the optimal solution.

Proof. When request 𝛾 is accepted, the objective value of Eq. (24)
increases by 𝑡(𝛾). However, for the dual program in Eq. (25), its
objective value increases by 𝛥:

𝛥 =𝑡(𝛾)(1 −𝐾𝑓∗ ) + (𝛽𝑓 ⋅
𝑡(𝛾)
𝑝(𝑓 )

+
𝜖 ⋅ 𝑡(𝛾)
𝑝(𝑓 )

) ⋅ 𝑝(𝑓 )

=(1 + 𝜖) ⋅ 𝑡(𝛾) (29)

That is, PDRS increases the objective value of the dual program by
(1+𝜖)⋅𝑡(𝛾). Therefore, the overall objective value of the dual program is
at least 1∕(1 + 𝜖) ≥ (1 − 𝜖) times as that of the optimal solution, i.e., the
throughput of our primal–dual algorithm is at least (1 − 𝜖) ⋅ 𝑂𝑃𝑇 . □

Then, we will prove that the violation of the capacity constraint on
each VNF will not exceed by a factor of 𝑂(log 1

𝜖 ). To prove this, we use
𝐿 (𝑓, 𝑘) to denote the load on VNF 𝑓 after request 𝛾𝑘 has been scheduled
to 𝑓 .

Lemma 10. For each request 𝛾𝑘, we have:

𝑓,𝑘 ≥ 𝜖 ⋅ (exp(𝐿(𝑓, 𝑘)∕𝑝(𝑓 )) − 1) (30)

here 𝛽𝑓,𝑘 is the value of 𝛽𝑓 after request 𝛾𝑘 is accepted.

roof. We prove the lemma by the induction of request 𝛾𝑘(𝑘 =
, 2,… , |

|

𝛤 𝑏
𝑢
|

|

− 1). Apparently, for each VNF 𝑓 ∈ 𝑏, 𝛽𝑓,𝑘 and 𝐿(𝑓, 0)
re zero at the beginning. Therefore, the inequality above holds. We
irst consider the situation where request 𝛾 is rejected. When request 𝛾
s rejected, VNF’s workload will not increase, so 𝐿(𝑓, 𝑘) = 𝐿(𝑓, 𝑘 − 1).
ccording to Alg. 2, 𝛽𝑓,𝑘 = 𝛽𝑓,𝑘−1 either. The lemma holds. Then we
onsider the situation where request 𝛾𝑘 is accepted. For 𝐿(𝑓, 𝑘), it will
e updated as 𝐿(𝑓, 𝑘) = 𝐿(𝑓, 𝑘− 1) + 𝑡(𝛾). According to Alg. 2, 𝛽𝑓,𝑘 will
e updated as:

𝑓,𝑘 = 𝛽𝑓,𝑘−1(1 +
𝑡(𝛾)
𝑝(𝑓 )

) +
𝜖 ⋅ 𝑡(𝛾)
𝑝(𝑓 )

(31)

By induction hypothesis, we apply inequality 𝛽𝑓,𝑘−1 ≥
𝜖 ⋅ (exp(𝐿(𝑓,𝑘−1)𝑝(𝑓 ) ) − 1) to Eq. (31) as follows:

𝑓,𝑘 = 𝜖 ⋅
[

exp(𝐿(𝑓, 𝑘 − 1)∕𝑝(𝑓 )) ⋅ (1 + 𝑡(𝛾)∕𝑝(𝑓 )) − 1
]

[ ]
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≈ 𝜖 ⋅ exp(𝐿(𝑓, 𝑘 − 1)∕𝑝(𝑓 )) ⋅ exp(𝑡(𝛾)∕𝑝(𝑓 )) − 1
= 𝜖 ⋅ (exp(𝐿(𝑓, 𝑘)∕𝑝(𝑓 )) − 1) (32)

Here we apply the first order approximation 𝑒𝑥𝑝(𝑥) ≈ 1 + 𝑥 for a
small positive value 𝑥. Strict inequality can be established by a more
complicated update rule and leads to unnecessary complexity. As a
result, the lemma holds. □

Lemma 11. PDRS algorithm will not violate the capacity constraint by a
factor of 𝑂(log 1

𝜖 ) on each VNF.

Proof. Without loss of generality, we consider the capacity constraint
violation for each VNF 𝑓 ∈ 𝑏. According to Alg. 2 and Eq. (27),
the value of 𝛽𝑓 will be changed only if 𝐾𝑓∗ < 1. Since 𝐾𝑓∗ = 𝛽𝑓 ,

e have 𝛽𝑓 < 1 before the last update. Next, we discuss the last
pdate of 𝛽𝑓 . From the second set of equations in Eq. (27), we have
𝑓 ≤ 1 + 𝑡(𝛾)

𝑝(𝑓 ) +
𝜖⋅𝑡(𝛾)
𝑝(𝑓 ) ≤ 3. By applying Eq. (30) in Lemma 10, we can

btain:
𝐿(𝑓, 𝑘)
𝑝(𝑓 )

≤ log( 3
𝜖
+ 1) = 𝑂(log 1

𝜖
) (33)

That means the load on VNF 𝑓 will exceed its capacity by a factor
of 𝑂(log 1

𝜖 ) at most once a request is rejected. □

By combining Lemmas 9 and 11, we present the competitive ratio
of Alg. 2 as follows.

Theorem 12. The proposed algorithm has a competitive ratio of
[

1 − 𝜖, 𝑂(log 1
𝜖 )
]

with 𝜖 ∈ (0, 1).

5. Performance evaluation

In this section, we compare Reveal with state-of-the-art solutions.
We first give the metrics and benchmarks for performance comparison.
Then, we construct a small-scale testbed with Nvidia Jetson Tx2s and
Raspberry Pis to test the efficiency of the proposed algorithms. Finally,
to complement the small-scale testbed experiments, we perform sim-
ulations to show the theoretical performance of Reveal in large-scale
scenarios.

5.1. Performance metrics and benchmarks

Metrics. We adopt the following performance metrics in evaluations.
The first metric is the maximum number of affected VNFs. We calculate
the number of VNFs each user assigns and record the largest value
as the maximum number of affected VNFs when encountering the
malicious user. The second metric is the maximum number of affected
users. We calculate the number of users each VNF serves and record
the largest value as the maximum number of affected users when
encountering the failed VNF. The third and fourth metrics are packet
loss rates and round-trip time (RTT), which can be measured by the
typing tool [42]. The fifth and sixth metrics are the request completion
time and the 99%tile request completion time, which can be measured
by the Iperf tool [43]. The seventh metric is the average CPU utilization
of each edge cloud. We run command top on each edge cloud to monitor
the CPU utilization during the experiments. The eighth metric is the
network throughput, i.e., the total traffic of accepted requests.

Benchmarks. We compare Reveal with three benchmarks. The first
benchmark is a two-phase solution for joint VNF placement and request
scheduling, called GSP-SS [44]. GSP-SS first decides the VNF placement
based on the greedy heuristic with shadow request scheduling. Then it
decides the request scheduling based on the maximum flow algorithm.
Experiments show that it can achieve near-optimal performance. The
second benchmark is a randomized-rounding based algorithm called
SPR3 [11]. The objective of SPR3 is to maximize the network through-
put. Unlike our algorithm, SPR3 considers the VNF placement and

request scheduling simultaneously and can achieve close-to-optimal
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Fig. 2. The topology of testbed.
performance. The last benchmark is a reliability-aware adaptive VNF
placement scheme called RAD [45], which guarantees the availability
of VNFs by deciding the backup scheme of VNFs while minimize the
backup costs. Specifically, RAD determines the placement of VNFs and
additional backups for the given user request set. For fair evaluation,
we schedule the user requests to VNFs with minimum loads, which can
achieve near-optimal performance for the traditional VNF placement
problem [46].

5.2. Testbed evaluation

Settings. We use 6 Nvidia Jetson Tx2s equipped with ARM Cortex-A57
and 20 Raspberry Pis equipped with ARM Cortex-A72 to build a small-
scale testbed. Specifically, Nvidia Jetson Tx2s act as the edge clouds to
place VNFs, and Raspberry Pis act as the users to send requests. The
experimental network is established via a router, where Nvidia Jetson
Tx2s are directly connected to the router by Ethernet while Raspberry
Pis are accessed via wireless link. The network topology is depicted
as Fig. 2 We choose video cache as the VNF to provide services. Each
user obtains different videos from VNFs. If they are not cached in the
VNFs, they will be downloaded from the cloud and sent to the users. We
implement our tests with requests from Google cluster data [19]. We
use Iperf tool [43] to generate requests and send them to corresponding
VNFs. The default robustness constraints are set to 𝑘 = 6, and 𝑝 = 6 .

Overall performance comparison.This set of experiments evaluates
the influence scope (i.e., the maximum number of affected VNFs and
users) of abnormal situations of different algorithms. Figs. 3–4 show
that as the number of requests increases, Reveal obtains the least
influence scope compared with other benchmarks. For example, in
Fig. 3, Reveal reduces the maximum number of affected VNFs by 57%
on average compared with others. The reason is that Reveal takes
the robustness constraints into consideration, which can reduce the
influence scope of abnormal events.
9

Fig. 3. Max. no. of affected VNFs vs. no. of requests.

Fig. 4. Max. no. of affected users vs. no. of requests.

Comparison with the malicious user event. In this set of experi-
ments, we conduct the experiments under the scenario when encoun-
tering a malicious user to fully illustrate that limiting the number
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Fig. 5. Average packet loss rate of each edge cloud.

Fig. 6. Average RTT of each edge cloud.

Fig. 7. No. of requests vs. request completion time.

of VNFs assigned to each user can enhance the network robustness.
Specifically, we randomly select a user as the malicious user to attack
its assigned VNFs. The malicious user adopts the hping3 [47] to exhaust
the network bandwidth and uses the stress tool [48] to simulate mali-
cious applications that preempt computing resources. We then measure
packet loss rate, RTT, request completion time and CPU utilization
for performance comparison. From Figs. 5–8, we can see that Reveal
always achieves the best performance compared to three benchmarks.
For example, in Fig. 6, Reveal reduces the average RTT by 55%, 52%
and 53% compared with GSP-SS, SPR3 and RAD, respectively. Fig. 7
shows that 90% of requests have a completion time of less than 10 s
in Reveal while only 70%, 65% and 82% in GSP-SS, SPR3 and RAD,
respectively. The reason is that Reveal limits the number of VNFs each
user can assign, therefore controlling the influence of the malicious
user.

Comparison with the VNF failure event. In this set of experiments,
we conduct the experiments under the scenario of VNF failure to illus-
trate that limiting the number of users served by each VNF can enhance
the network robustness. The experiment results are shown in Figs. 9–
10. We randomly select a VNF to fail and all its served requests will be
transferred to another VNF. Since they need to be migrated to another
10
Fig. 8. Average CPU utilization (%) of each edge cloud.

Fig. 9. CDF of %99 tile RCT (s).

Fig. 10. %99 tile RCT of users.

VNF, these requests will take a longer completion time. Specifically, in
Fig. 9, the frequency of users with 99% tile request completion time less
than the 40 s is 60% by Reveal, while the frequency of that is 15%, 20%
and 42% by GSP-SS, SPR3 and RAD. Fig. 10 shows that the number of
affected users is 4 in Reveal, while in RAD, GSP-SS and SPR3 are 5, 13
and 16, respectively. Since RAD backups additional VNFs, it achieves
similar performance with Reveal. The results show that by limiting the
number of users each VNF will serve, Reveal controls the number of
users influenced by the VNF failure.

Summary. Through the above experiments, we can draw some con-
clusions. First, Figs. 3–4 show that, by applying robustness constraints,
Reveal can reduce negative effects when encountering abnormal sit-
uations. Second, from Figs. 5–8, we can see that the performance of
Reveal in terms of packet loss rates, average RTT, request completion
time and CPU utilization is much better than that of the comparison
algorithms. By limiting the number of VNFs each user can assign,
Reveal can reduce the impact of accidents such as encountering the
malicious user. At last, as shown in Figs. 9–10, Reveal obtains the
least number of users affected by the VNF failure, which means we can
guarantee QoS for more users when encountering the VNF failure.
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Fig. 11. The large-scale network topology.
.3. Simulation evaluation

ettings. We conduct a similar simulation as [8,11]. The network
ontains |𝑁| = 9 edge clouds regularly distributed inside a 500 × 500
2 area. To evaluate the influence of the number of users in the
etwork, we adopt two scales of topologies. The first is a small-scale
opology containing |𝑈 | = 300 users, and the second has a larger scale

containing |𝑈 | = 1000 users, as shown in Fig. 11. The users randomly
distribute in the base station coverage area. Similar to [11], we set the
processing capacity of each edge cloud within [20, 30] GHz. The number
of VNFs in the network is | | = 500. The processing capacity of each
VNF is within [0.375, 0.5] GHz. The traffic of each user is conducted by
real-world datasets collected from Google [19]. We set the robustness
constraint to 𝑘 = 6, 𝑝 = 50 in the small topology, and 𝑘 = 10, 𝑝 = 100
in the large topology by default.

The simulations are performed under two scenarios. In the first sce-
nario, we do not modify all benchmarks, so they ignore the robustness
constraints when scheduling requests. The purpose of this scenario is to
evaluate the maximum number of affected VNFs if the malicious user
launches DoS attacks and the maximum number of affected users if the
VNF failure encounters. The scenario is denoted by (a). In the second
scenario, we modify all benchmarks by applying robustness constraints.
By limiting the number of VNFs each user can assign and the number
of users each VNF can serve, we mainly test the throughput for three
algorithms. This scenario is denoted by (b).

Performance comparison in scenario (a). The simulation results are
shown in Figs. 12–14. Fig. 12 shows that compared with all bench-
marks, our algorithm always acquires the minimum number of affected
VNFs. For example, giving 3600 requests in the small topology, Re-
veal decreases the maximum number of affected VNFs by 50%, 55%
and 58% compared with RAD, SPR3 and GSP-SS, respectively. In
Fig. 13, Reveal always obtains the minimum number of affected users
compared with other algorithms. Note that the maximum number of
affected users occasionally decreases when the number of requests
increases. The reason is that more VNFs are placed as the number of
requests increases, while the number of users is constant, so the number
11
of users allocated to each VNF decreases. Fig. 14 shows that Reveal
achieves similar throughput compared with RAD, SPR3 and GSP-SS,
while Reveal considers robustness constraints.

From Figs. 12–14, we can conclude that without robustness con-
straints, RAD, SPR3 and GSP-SS will suffer more influence when en-
countering the malicious user or the failed VNF compared with Reveal.
Moreover, Reveal can achieve similar network throughput compared
with other benchmarks while considering robustness constraints.

Performance comparison in scenario (b). In this set of simulations,
we add robustness constraints to other algorithms. When they schedule
requests, they will reject requests when the robustness constraints are
violated. Figs. 15–17 illustrate the influence of robustness constraints
on the network throughput. When the robustness constraints are re-
laxed, the throughput of all algorithms increases. For example, in
Fig. 15(a), when 𝑘 is relaxed from 2 to 6, the throughput of Reveal,
RAD, GSP-SS and SPR3 increases by 30%, 179%, 190% and 61%,
respectively. When we relax the robustness constraints, the network
throughput increases since the solution space expands. This denotes
that 𝑘 and 𝑝 should be carefully determined to achieve high network
performance. In addition, our algorithm always achieves the highest
network throughput compared with other algorithms. As shown in
Fig. 17(a), when there are 3.6 × 103 requests in the network, Reveal
improves the throughput by 210.9%, 56.7% and 26.2% compared with
SPR3, GSP-SS and RAD, respectively.

Summary. From the simulation results, we can draw some conclusions.
First, Reveal can significantly reduce the influence of the malicious
user and the failed VNF in the network. Second, Figs. 15–17 indicate
that Reveal can consistently achieve the highest throughput compared
with other algorithms, which apply the robustness constraints in re-
quest scheduling. The reason is that we consider robustness constraints
when designing Reveal, so even if we limit the number of VNFs each
user can assign and the number of users each VNF can serve, we can
schedule more requests compared with other algorithms.
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Fig. 12. Max. no. of affected VNFs vs. no. of requests in (a).

Fig. 13. Max. no. of affected Users vs. no. of requests in (a).

Fig. 14. Network throughput vs. no. of requests in (a).

Fig. 15. Network throughput vs. k in scenario (b).
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Fig. 16. Network throughput vs. p in scenario (b).
Fig. 17. Network throughput vs. no. of requests in (b).
Table 2
Comparison table of existing solutions.

Categories Goals

VNF placement Minimizing the latency [51–53]
Maximizing the throughput [54,55]

Joint VNF placement and
request scheduling

Maximizing the throughput [11,44,49]
Provisioning deadline guarantee [56]
Maximizing social welfare [57]

SFC routing Guaranteeing SFC reliability [58–62]

Traffic analysis Preserving user privacy [21,63,64]

VNF migration Reducing migration cost [45,65,66]

6. Related works

As the scale of mobile applications increases, the edge cloud [49,50]
is proposed to serve user requests with less latency than remote central
clouds. Specifically, service providers place VNFs in edge clouds, while
users obtain services through forwarding requests to corresponding
VNFs. To provide stable services, we should consider the problem of
placing which VNFs in each edge cloud, and which user requests are
served by each VNF. In this section, we provide an overview of the
state-of-the-art VM placement and request scheduling approaches, as
well as existing works for improving the robustness of edge clouds. We
summary the existing works in Table 2.

Existing works on VNF placement and request scheduling mainly fo-
cus on improving the performance of edge clouds by minimizing access
latency [51–53], maximizing throughput [11,44,49,54,55], guarantee-
ing deadline [56] and maximizing social welfare [57]. For example,
work [51] jointly considers minimizing access latency and maximizing
service availability in edge clouds. It formulates the problem into an
integer linear programming problem and proposes a genetic algorithm.
The authors in work [11] propose SPR3, which studies the joint op-
13

timization of service placement and request routing in dense edge
clouds and achieves close-to-optimal performance with a randomized
rounding method. The authors in work [57] consider the problem of
pricing for distributed training tasks in edge clouds and propose an
auction-based online framework to solve it.

Besides improving the performance of edge clouds, it is also critical
to enhance the robustness of edge clouds. Some works ranging from
service function chain (SFC) routing [58–62], user traffic analysis [21,
63,64] to VNF migration [45,65,66] are proposed for DDoS attack
prevention [67], privacy protection [68,69] and federated leanring
security [23,70]. For example, The authors in [58] present a reliability
oriented SFC construction and backup method to solve the SFC backup
problem. The experiments show that the proposed backup method can
reduce the consumption of bandwidth by 11.7% compared with other
alternatives. The authors in work [67] adopt remote clouds to filter the
potentially large volume of DDoS traffic, which cannot be prevented
entirely in the edge cloud due to its limited computing resources. How-
ever, this work introduces new drawbacks such as privacy violation
and latency, since the user traffic will be redirected and processed by
remote clouds. To prevent leakage of location information, work [69]
provides a chaff-based approach minimizing the malicious tracking
accuracy. This approach is implemented as a dedicated VNF, which
needs additional resources to place at edge clouds. Work [71] provides
a VNF replication scheme to guarantee users’ QoS when some VNFs
fail. Experimental results demonstrate that the proposed algorithms
can reduce the VNF backup costs compared with baseline algorithms.
Specifically, one user request may be served by multiple VNFs, and the
user waits for the fastest completion of requests among replicas. How-
ever, in edge clouds, resources such as computing capacity are limited.
If we schedule one request to 5 edge nodes, the system throughput
will be significantly degraded by 1/5. From the above discussion, we
can find that previous works mainly focus on improving edge clouds’
robustness by preventing malicious attacks or recovery of VNF failures
with additional resources (e.g., dedicated security VNFs, backup VNFs).
Considering that edge clouds have limited resource, these methods may
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degrade the total system throughput. Unlike the previous studies, in this
paper, we focus on how to limit the impact scope caused by malicious
users or VNF failures to alleviate negative impacts to edge clouds,
which complements previous works.

7. Conclusion

In this paper, we focus on the problem of robust VNF placement
and request scheduling in edge clouds and present Reveal. We split the
problem into two sub-problems: robust VNF placement and assignment,
and online request scheduling. Two efficient algorithms are proposed to
solve these sub-problems. Experimental and simulation results show
that our algorithms can achieve high performance while guaranteeing
robustness.
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